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I EXECUTIVE SUMMARY

This report completes the propagation modeling work performed under
DNA Contract DNAQD1-77-C-0038 (SRI Project 5960)., The broad objective
of this work was to develop a unifying theoretical framework for tle
various nuclear-propagatioh predictions based on (1) numerical simulationms,
(2) fleld measurements, using the naturally and artificially disturbed

ionosphere, and (3) predictive computer codes for systems analysis,

‘It is now generally accepted that knowledge o’ the stristion
spectral-~density function (SDF) suffices for prec  _.ing the signal
moments that characterize the average disturbed~. ignal structure. The

mathematical form of the SDF follows a power law, The range of the power-

law continuum and the appropriate spectral index, however, admit some
uncertainties.

Naturally occurring phase scintillation admits a power-law spectral
characterization over a scale-size range from tens of kilometers to
hundreds of meters with a one-dimensional power-law index near 2.5. For
typical barium releases, the power-law continuum evi':ntly does not extend
to scale sizes larger than one kilometer.
derived from back-propagated LES-8 signals during the STRESS experiments,
gives a power-law index somewhat greater than three [Knepp and Bogusch,
1979]. These reSu;ts are not necessarily in conflict, but they.do imply

that the propagation theory must accommodate some variation in spectral
slope,

The theoretical work performed under ﬁhis contract fully accommodates
a varying spectral index. The results show that the signal structure in
a power-law environment is critically dependent on the power-law slope,
particularly under strong-scatter conditions. The effects are subtle,-
but they do affect predictive modeling.

b ieakaitihaliid

The corresponding phase spectrum, .
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The predictive modeling problem is typically broken into two parts,
The weak-scatter theory is linearly extrapolated to determine the onset
of saturated scintillation. The Rayleigh model, which is completely
characterized by the mutual coherence function, 1s then assumed to apply.
This scheme is generally adequate., Our work shows, however, that in a
power=-law environment the Rayleigh limiting form can only be strictly
achievad when the phase spectral index 1is less than 3, is is evidently

the case for naturally occurring scintillation.

It is intended that this report be self contained; thus, some back-
ground material is presented in Section II., In Section III we summarize
the weak-scatter theory that characterizes the onset of amplitude and
phase scintillation, A detailed development can be found in Rino (1979a).
In Section IV the general formulas for the phase-screen model are
developed, The general formulation fully allows for wavefront curvature,
which was not explicitly included in our previous calculations based on
incident plane waves. The spherical-wave correction factors are easily

applied to the previously developed plane-wave results,

In Section V a model for the mutual-coherence function is developed
and then used to derive simple formulas for the signal-coherence times.
Two approximations are used: one valid for shallowly sloped spectra; the
other for the more steeply sloped spectra, 1In Section VI a frequency-
coherence model is developed and simple formulas for the random delay

jitter and pulse dispersion derived from it.

Finally, in Section VII a model for angle scatter is developed. 1In

all cases the formulas fully accommodate propagation at arbitrary incidence

angles relative to the magnetic field. 1In deriving several of the for-
mulas that might ultimately be used in a predictive code, we used a
quadratic approximation, which is not strictly valid for the shallowly

sloped spectra. Some refinements, therefore, may ultimately be desirable.

Wideband satellite data as well as data from the 1979 PLUMEX rocket
campaign at Kwajalein are currently being analyzed and should show the

degree to which the approximations are valid, at least in the natural
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environment. 1In their present form, or with rather small modifications,

the formulas summarized herein are adequate for current predictive
modeling requirements,
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ITI INTRODUCTION AND BACKGROUND

One objective of our channel modeling work has been to dev:lop a
mathematically tractable, but accurate characterization of the onset of
phase and amplitude scintillation and the temporal, spatial, and frequency
coherence of the disturbed radiowave. The coherence measures can be
directly related to the scinrillation-induced degradation of a variety
of systems,

We have pursued a formal channel modeling approach, which takes
advantage of the linearity of the transiomospheric channel. 1If the
complex signal, v(t), is transmitted, for example, the received signal,

vo(t), [less noise and interfereacel admits the representation
v, (t) =f¢r(f)h(t;f+fé) cxp {2nift} df (2.1,

where e(f) is the Fourier tramnsform of v(t), fc is the center frequency,
and h(t;£f) is the time-varying transfer function that characterizes the

channel.

Formally, h(t;fc) is the response of the channel to a sinusoidal
signal G(f)fv 5(f-fc). The time structure comes about primarily because
of the relative motion of the propagation path within the randumly
irregular medium, In effect, the receiver sees a moving, spatially
modulated, spherical wavefront., 1If u(B,z;fc) represents the gpatial

modulation, then
—
h(t,fc) = u(th,vzt;fc) 2.2)

where v = CGT,VZ) is the instantaneous relative velocity. The scintil-
lation problem, therefore, is mainly one of characterizing the spatial
modulation imparted to a spherical wave by a random medium. The time

structure is obtained by a straightforward translation.
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There are two time and associated frequency intervals of interest
in all communication systems: (1) a comparatively short time interval
and its associated instantaneoxs bandwidth about fc, which determines the
basic modulation scheme (e.g., FSK, DPSK); and (2) a much longer time and
frequency interval, over which coding and frequency hopping are employed.
In aimost all systems, h(t;f+fc) is nearly invariant over the sub-frequency
band occupied by ¥(f). It them follows from Eq. (2.1) that

vb(t) = h(t;fc)v(t) . (2.3)

;‘ Scintillation is simply a complex (amplitude and phase) modulation
imparted to the signal. Going further, if the time scale of h(t;fc) is
long compared to the duration of v(t), then h(t;fc) is effectively a

complex constant., In such a "slow-fading' environment, only the amplitude

ST

variations affect the performance of a well-designed system.
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B As a practical matter, the Nakagami distxibution

3

& N

3 B(y) = _?%;T— exp {-my} (2.4)

-2
, S

é where y is the signal intensity, m = S4

lation index, and

4 is the intensity scintil-

V2,00 (2.5)

2 2 2

5, = (I7) - (D7)
gives a very good approximation to the intensity statistics under all
scatter conditions [see Fremouw et al. (1980)]. Moreover, under strong-
scatter conditions, 34.~ 1 so that m~ 1 and Eq. (2.4) takes the exponen-
tial form of the Rayleigh distribution.

We now know, however, that the complete Rayleigh model is not
strictly appiicable to signals undergeilng strong sgcattering because of
omnipresent, slow phase and assoclated amplitude variations. The impact

of such subtle departures from strict Raylelgh scattering is discussed in
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Rino (1979a,b). For predictive modeling, the departures from predictions
based on the strict kayleigh model are generally negligible.

The power of the Rayleigh model is that it is completely specified

by the mutual coherence function
. *eet,
Ru(s t) = (h(t)fc)h (t afc)> ’ (2¢6)

which is easily computed. In fact, for many applications one need only
specify the coherence time, Ted such that

R (T.) = K R (0) @.7

where K = e-1 or some other convenlent iraction. In all our applicati..=»
R,(0) = {I) = 1, that is the signal is normalized to unit intensity. A
second useful relationship for Rayleigh channels is

awien - 1= R 6ol* . 2.8)

It follows from Eq. (2.8) that the intensity coherence time, Trs and the
coherence time of the complex signal, T.» are simply related.

The first step in predictive modeling, therefore, is to determine
the onset of saturated scintillation (84«v 1), where the Rayleigh model
can be applied. The system effects under weak scintillation are easily
determined from Eq. (2.4) and a rnugh estimate of the fade coherence
time, To estimate the onset of saturated scintillation, wc linearly
extrapolate the weak scatter theory beyond its strict range of validity.
This 1s a vesy conservative estimate because'strong scatter effects
always act to reduce the weak-scatter S4 value. A detailed treatment
of strong-scatter effects is presented in Rino (1979b, 1980). The weak-
scatter theory is developed in Rino (1979a), but for convenience the
principal formulas ars summarized in Section III.
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Ali cur theoretical developments are based on the phase-screer
model not only because of its simplicity, but because recent ana® .s
show that results based on the phase-screen model praserve all essential
aspects of much more elaborate calculations that properly accommodate
the effects of diffraction within -he scattering medium [Bramley (1977);
Fante (1976)]. Furthermore, results basad on the phase-screen model
ran, in many cases, be applied increwentally to accommodate variation
along the propagation path (Rino, 1978).

In all our previous analysis, we have treated only the scattering
of an incident plane wave., The plane-wave results, however; are easily
generalized to accommodate the incident gpherical wavefronts that
eminate from a source at a finite distance, This is demonstrated in

Section IV where the phase-screen model is applied to calculate the
mutual coherence function.

The multiple-scatter theory, based on solutions to the parabolic
wave equation, depends only on the integrated-phase structure function,
as does the phase-screen theory., Because of its central role in the
propagation theory, the form of the phase structure function in a general
power-law environment and various approximations to it were discussed
In detail in Topical Report 4. In Section V of this report we use those
results to compute the mutual coherence function Eq. (2.6).

Precision navigation systems use very large bandwidths, and questions
of frequency coherence become important., Thus, we have alsc computed
the appropriate frequency-coherence function and used it to estimate
the average delay jitter and coherence-bandwidth loss, The calculations
are summarized in Section VI. To complete the channel model, in Section
VII we compute the angular spectrum and derive formulas that characterize
the angle scintillation. These formulas can be used for radar appili-

cations asc well as relating the model calculations to previously developed
radar codes.

In all cases, the model calculatioas reflect the critical dependence
of the scintillation structuve on the power~law index. If the index of

the one-dimensional phase spectral density function is less than 3, the
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statistical theory can be fnrmulated completely without specifying the
outer scale, As the spectrum steepens so that the phase spectral index
exceeds 3, however, the outer scale must be specified to compute the
mutual coherence function., In our model development we have generated
formulas that apply to both the shallowly sloped and steeply sloped

spectra.

10
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III THE WEAK-SCATTER THEORY

Foi modeling purposes, we cun ignore the inner scale cutoff. This
has no effect on the phase variance, and at worst it over estimates the
intensity scintillation at the highest frequencies of .nterest., The

three-dimensional SDF that characterizes the striations has the form

abC

$ @) =
&N [qz + q

S
2172 3.1
where 4, is the outer-scale wave number, and a and b are the axial ratios
along and transverse to the magnetic field respectively. The mor~

general form of Eq. (3.1) that includes an inner-scale cutoff is discussed

in Topical Report 4.

The isotropic turbulent strength Cg is related to the rms electron
density (ANi) by the relation

2 2v=2 _ .
o, = 82 ¢y ¥ Pt/ r(v-1) (3.2)
Since (ANi) and q, or the outer scale zo = 2:t/qo are most often specified,
Eq. (3.2) can be used to calculate CS. The autocorrelation function of

the integrated phase has the foim

V=1/2 Ky _q/5 @o¥)

T (SFLT2) (3.3)

2.2
R6 (y) = rekﬁbG CS l

¢ 2q,

vwhere r, is the classical electron radinus, A is the wavelength, Lp is
the length of the propagation path, and Kv(x) is the modified Bessel

function,

To account fully for the spatial variation of the integrated phase,
y in Eq. (3.3) must be replaced by

11
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Coo,” - mp sp, + Amii'lll

£(46,) = = = 3.4
AC - B /4
where
: - —t ~
p s T akT

The angle, 8, is the angle of the propagation vector relative to the z
axis and Bgp is a unit vector along the projection of the propagation
vector onto the plane normal to z. The reason Eq. (3.5) takes this

particular form will beccme clear in Section IV,

The coefficients A, B, and C depend on the relative propagation

g.

angles and the anisotrcpy model. The geometrical enhancement factor, G,
is defined in terms of A, B, and C as

b

G = ———

a
VAC - 827;

The anisotropy model is summarized in the Appendix.

. (3.6)

The temporal phase autocorrelation function is obtained by sub-
f@ stituting VTét and vzst for AB& and Az respectively in Eq. (3.5). The
o final form can be written compactly as R5¢(Veff6t)’ where

f -2 2 71/2
ﬁﬁ Cvsx - BvsxvSy + AvSy
b Vogr = (3.8)
4 etf Ac - B /4
{ and
V. =V.-tang 3 v . (3.8)

s T kT z

The velocity vector v = (GT,VZ) is formally the relative velocity of the

irregularities as seen by an observer in the reference coordinate system.

12




The one-dimensional phase SDF is obiained by taking the Fourier

transform R5¢(veff6t)' The result is

P(£) = 2 +Tf2]p/2 (3.9)
where
£ = Ve qo/Zﬂ = Ve by o (3.10)
and
T -’ 86 C, ﬁffvziv) vt (3.11)
(2n) I'(v+1/2)

In Eq, (3.9), p = 2v.

The phase variance can be computed by intcgrating Eq. (3.9) over

all temporal frequencies, f£. The result is

q;Z\’“ r(v-1/2)

4zt D(v+1/2) * (3.12)

2 2.2
(6¢7) = r ) sz C,

In most cases, however, the length of the data interval, 7, is less
than f;1 so that

(692 = 2’1“{ £P gf
Te (3.13)
_2r _ p-1
p~-1 Te

To estimate the measured rms phase, one should use the minimum value of
Eq. (3.12) or Eq. (3.13).

The corresponding intensity c¢cintillation is given by the formula

13




rr _2.-_5_-x)
- g
sz = t2a% 4 ¢ 2" 1/2 — 3 (3.14)
P 2/% r( 5 = )(v-OGS)
where
14 "
3 =_,§.’2.__6 JFp /2 - v, 172, 1, A - C) (3.15)
N/ A’
and
A" = %[A' +c¢’+0p'l , (3.16a)
C// = %[Al + CI - D'] (3.]_6‘0)
where
o’ =V - et + B2 (3.16¢)
The parameter Z 1s the Fresnel parameter
R.R
1 2

where R1 is the signal-source-to~phase-screen distance and R2 is the
phase-screen~to-receiver distance. A simple series expansion can be
used to evaluate the hypergeometric function. For actual computations
we take the minimum value of Eq. (3.14) or unity. A predicted value of
unity from Eq. (3.14) is a conservative estimate of where saturation

actually occurs,

Equaticn (3.14) is strictly valid only when ﬁqo << 1, which is a
good approximation at or above VHF for most propagation conditions. If
.,/Zqo >> 1, however, it is easily showm that SZ~ Zc;. If ﬁqo > 1,
the limiting value ¢f 20; can be used in place of the value given by
Eq. (3.4) as a simple means of accommodating far-zone scattering. In

an extended medium ,zp can be treated as a differentisl distance and

14
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Eq. (3.12) or Eq. (3.13) and Eq. (3.14) integrated along the propagation

path to accommodate the varying structure and propagation geometry,

Once the signal has saturated, one ca~ use the Rayleigh model to

predict the signal structure. As discussed in Section II, however, the

strict applicability of the Rayleigh model is open to question, The
power of the model is that it is completely specified by the mutual

coherence function. We also note in passing that under weak-scatter

conditions the intensity coherence time Ty generally satisfiles the
inequality,

Ty <ﬁ/veff . (3.18)

This is discussed in detail by Rino and Owen (1980).

15
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IV THE PHASE-SCREEN MODEL

The phase-screen model proceeds formally from the Huygens-Fresnel

principle, which for our purposes can be written as
u(@) = cnﬂu&"m(}‘,?') dr’ .1

where

exp {-1k]% - T'[} %.2)

|7 - ¥

G, =

and the complex constant CH will be determined later [see Born and Wolf

(1964), Chapter 8 for a detailed discussion]., If udg,zo) is known, we can

write

u{p,2) = cﬂﬂucﬁ;ch ﬂc&‘,?') exp {-1F - G - 31 &5’

x exp {-1F . p} —— %.3)
2x)

where u(ﬁ;zo) is the Fourier spectrum of u(a,zo). For notational con-

venience we let z, = 0 when its value enters explicitly.

The inner integral can be evaluated [see Rino and Fremouw (1977),
Eq. (5)]. Substituting that result into Eq. (4.3) and changing variables

- [ d -
from K to K + kT gives

- o~ o exp {-1kg(® + Kp)z] . dR
u(p,z) = -i)\CH u(k + kT) ra— exp {-ik * p} 7
g + kn) (210
x exp {-1k; « 7] %.4)
16
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where

(ﬁ+ - 1/2
g (€ + k) = k[l - ] 4.5)

To appioximate Eq. (4.5) we first define cos @ as

-t "~
k - a,
cos @ = m (4.6)
so that
- . ¢ 22tane}c.akT1/z
gk + kT) =cos 81 '(k cos 8] ~ k cos 8 4.7

Under ~onditions of narrow-angle scattering, it is permissible to
retain only the second-order terms in the Taylor series expansion of

Eq. (4.7) in the exponential term in Eq. (4.4) and only the leading term
in the denominator. The result is

u(p ,2) =Hu(7€' + 'ﬁT) exp

-ih(g) Z SeC 6}

2k
x exp {~ik « p } ——7 exp {-k.cos 8 z} (4.8)
)
where
b d 2 ” g 2
h(k) =k +(akr * K tan 9) 4.9
and

We have set C = 1 sec §/A so that Eq. (4.8) is a proper solution to the
parabolic wave equation.

Now consider an incident spherical wave

17
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T i - .

exp g -ik[-ﬁl + 3[}
(-4

— (4.11)
Ry + p|

ui=

where f{'.l is the distance from the poiunt source to the plane z = z, and

? lies within the plane, If R, >> p, we can write

p2 - sin2 e(Skr . B)‘
- - k
) exp (-1 k’l‘ *p +'§ = . (4.12)
i

Replacing the reference weve, exp {ile}/Rl, by a more general modulation,

u p,zo), we have

= exp {-i¥ . 5’} 48’
1

St

u(-}-c‘ + X&) =Iju(3',zo) exp -

Substituting Eq. (4.13) into Eq, (4.8) gives (4.13)

12 2 ~ ne
p’" - sin B(akT *p )

— - k
u(p,z) -ﬂu(p',zo) exp {- > X

-

x.[[exp {-ih(ﬁ) EL§§2—§§ exp {ik « (' - Bs)} de 5 do’ (4.14)

(210

The integral over ?c‘ can be evaluated as

2 ze(” . 72
icose kn oin ak’l‘ n))

1=-192 )12 z sec § j .15)

where 1) = 3 - Bs and R2 is the propagation distance from z = z,

(R2 = 2 sec @). Thus

18
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where

and

It follows from Eq. (4.16) that

effects of a point source of illumination can be accommodated simply by

- c;;?s)2 - sinze(ékT B’ - CBS)Z:I}dB

(akT . 5‘3)2] } (% .16)

1

(@}

(4.17)

. (4.18)

aside from a small phase modulation, the ;

replacing Bs by CBS and the propagation distance (z sec §) by Rle/(R1+R2).

L Thus, any result based on plane waves is readily modified to accommodate

L spherical waves.

va{«» e

and receiver (R1 and Rz).

distance are concerned, reciprocity holds.

described in Section VI are reciprocal.

point for all phase-screen computations.

factors where appropriate,

Equation (4.16) also shows the effects of an interchange of source

Insofar as effects that depend on propagation

Structure variations, however,

depend on C, and they do change. As a practical matter, only S4 and other
single-point measurements, such as the frequency-coherence measures

Spatial and temporal coherence

measures (second-order moments) are not reciprocal.

Equation (4,16) or its Fourier domain equivalent form the starting

flereafter, however, we shall

apply the plane wave form and simply insert the spherical wave correction

This has already been done in Eq. (3.17)

L
!
1;
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V THE MUTUAL COHERENCE FUNCTION

As discussed in Section II, vnder conditions of Rayleigh scattering
the mutual coherence function completely specifies the average signal
structure, To compute (u(g,z)u*(s;z')), we use the Huygens-Fresnel

formula Eq. (4.6) together with the homogeneity assumption
u@u*ENY =8 @s k- kN (5.1)

as discussed by Rino and Fremouw (1977). In Eq. (5.1), @u(ﬁ) is the

SDF of uﬁg,zo) and 5(?) denotes the Kronecker delta function. The
result is

(u@,2)u*(F 'z ")) =Lf¢u<7c’ + k) exp{-ihdb fe fec 8

=y

di
(Zzt)2

X exp{-fz . Assi (5.2)

sy

where Az = 2z - z', Hp = B - B’, and ASS = AB - tan 6 akTAz.

It is simpler to specify the mutual coherence function than the
angular spectral density @u(ﬁ + ﬁT). We note, however, that if Az = 0,
Eq. (5.2) shows that

(u@®,2)u*(@2)) =R (45,) . (5.3)

Indeed, for most applications the Az dependence can be ignored., Nonethe-
less, by using Eq. (4.15) it is readily shown that

- _ - - k cos 6
Ru(ép’éé? B [{Ru(ép, + Aps) 2nisR,

X exp{-i Zslrsr [60’2 - sin’ e(ﬁ . af‘a"ﬂ}d&" ; (5.4)
2 kp
where we have substituted ARZ for Az sec B.
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In the phase-screen model,

-

R,(P) = exp (- 3D, ,(6F,)) (5.5)

where D6¢(A6) 1s the integrated-phase structure function. Two approximate
forms for D6¢(y) have been developed. If the v parameter [see Eq. (3.1)]
is less than 1.5,

2 2v-1
r:‘ P D ~ -6
3 5 ) ~ Gyl (5.6)
3 ; where C§¢ is the phase-structure constant
: 2 c 2T'(1.5-v)
%o = € 7x w1 (5.7

In Eq. (5.7), Cp = rixzzpcs. A detailed derivation of Eq. (5,6) and a
demonstration of its range of validity can be found in Topical'Report 4.

If v 2 1.5, the situation is more complicated. The cverall conver-

TR T TR oO T . TR T T T Ty
o

gence of the Taylor series is too slow for it to be of general practical

applicability. It happens, however, that the quadratic term alone does
» an acceptable jcob of reproducing the exact form of D6¢(y) for qolyl << 1

R Peaaes ot

h

ﬁ { when v > 1.5, Thus, we take
. 2 2
: é D5¢(Y)" 20¢D1(QOY) (5.8)
E : where
: % % log (2¢) v = 1,5
% Dy~ (5.9)
% %é%i%é%%) v>1l.5 ,
%

and ¢ << 1 is the ratio of the outer- to inner~scale wave numbers. Note

that Eq. (5.8) depends on q, and, when v = 1,5, the inner scale as well,

. Again, a detailed .iscussion is given in Tcpical Report 4,
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In general, therefore,

~ Dv|ylmin(2v-l,2)

Dg ¢(y) (5.10)

where D is replaced by Eq. (5.7) when v < 1.5 and Zoleqi with D1 given
by Eq. (5.9) when v = 1.5, Unfortunately, Eq. (5.4) cannot be evaluated

analytically when v < 1.5, If v = 1.5, however, it can be shown that

R (20.)
Ru(A;’AR2> = —t =
1o -2 2. g 22
k cosze k
2, [a 2
faf s )
x exp{=1 =y b AR\ T D D
<1- i = 2) (1-1 "ARZ) (1--———"AR2
k k
k cos
(5.11)
If IABI >> ARZ as is usually the case, then
- 1 min(2v-1,2
R, (£0,4R,) ~ exp%- 5 D, || n(2v-1, >} . (5.12)
-
1f &R, >> |Ap‘, however,
R (89,R)) |~ —tee (5.13)
u T2 DvARZZ .
1+ 2=
L

provided that § 1s not too large.
To characterize the measured signal when Eq. (5.12) applies, we

have

Ru(ﬁc) = exp{- % DVJCVéffstlmin(2v~l’2) . (5.14)
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The C factor as defined by Eq. (4.18) corrects for wavefront curvature.

If Eq. (5.3) applies, we have, similarly,

1
ERCD) “J( Ly
T

k

where v is the rate of change of Re as defined by Eq. (4.17). From Eqs.

(5.14) and (2.7) with K = e © it follows that

1
1 9 min(2v-1,2)
Tc = VeffC [B;] . (5016)

Under Rayleigh scatter conditions, moreover, it follows from Eq. (2.8)
that

1
1 r 1]1’[11!1(2\)-1,2)

T, = e

1 veffC LDv

. (5.17)

Similar definitions for 7 can Le deduced from Eq. (5.15). As a
practical matter, T can be applied as an upper bound on Te when Vess is
small as suggested by L. Wittwer, To accoruodaie properly geometric
and source variations in an extended medium, the argument of the '
exponential in Eq., (5.12) must be integrated along the propagation path,

The integrated equations can then be inverted to evaluatie T, OF TI.
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VI COHERENCE BANDWIDTH

Loss of coherence bandwidth causes group-delay jitter and pulse

dispersion. Such effects are potentially disruptive to spread spectrum

systems such as the Global Positioning System (GPS). The dispersive

effects can be characterized by the temporal moments

[»+]

M =j & (v (]2 de .
-tn

Yeh and Liu (1977) have showu, for example, that

F/2
A =-——1—- 3 2 -a__ ‘o L.
Tge M =g |v(£)] [‘oaf R{GE; £ + fc)]6f=0 af
. -F/2
and
2 2
QdéMz-Jt [v(ey|© at

F/2

2
'2':1:—1 lv(f)lz[—a—-z- RGGE; £ + fc)] df
-F/2 3% £ 8£=0

where F is the bandwidth, fc is the center frequency, and

R(SE;E) = (u(t,f + §£/2)u™(t;€ - §£/2))

is the single-point, two-frequency coherence function.

(6.1

(6.2)

(6.3)

(6.4)

To calculate R(§f;f) we use the Huygens-Fresnel formula Eq. (4.16).

Because Eq. (6.4) applies only to a single point, however, it is un-

necessary to preserve the full generality of Eq. (4.16). We, therefore,

need only consider
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u(pl’Re’fl) = zﬁiRe.[[expz-ig E;;$U(pl + §,0,f1) dE (6.5)

from which

K.k 2 K.k
1 152 ’E 1%2 o =
R(6E3E) = 507 Gk, - k)R Hexpsi 2" Tk, - k2 R (51 £,£,) A&

1

follows after a variable change and some straightforward manipulations.
In Eq. (6.6) kg and k2 are the wave numbers corresponding to £, =

f - §£/2 and £, = £+ §£/2 respectively and p, is measured transverse
to the line of sight,

-
To calculate Ru(ég;fl,fz), we use the phase-screen model, If
e = §£/(2f) is small, it can be shown that

Foofif) = exple =Y fop.2.2l
Ru(Ag,éf,f) expl D6¢(&)$ exP‘ 2€ 0’¢’ (607}

where o; and D(AE) are evaluated at the mean frequency, f. (Note that £
need not equal fc).

By making a consistent approximation of (klkz)/(kl-kz), changing

variables in Eq. (6.6), and substituting into Eq. (6.7), we obtain the
general result

R(GEE) = ‘ﬁjjexpg-i Agz/z} exp}-nw(&g'lzz s£/£11/2%) asg exp (-0} 26’}

(6.8)
Since we are working in a transverse coordinate system, D5¢(AE) is
functionally dependent on the quadratic form
, COEL - BULELE + A'oE?
y° = L (6.9)

A'c’ - 3'2/4
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where A’, B/, and C’ are defined by Egs. (26a, 26b, and 26c) by Rino

(1979a). For convenience the definitions are summarized in the Appendix,
By first rotating variables to remove the Agxagy term and then
performing a series of variable changes, Eq. (6.8) can be reduced to the

single integral

R(§£;£) = i\/‘lsz-oz2 [Jo(uu) exp {-1ug}
[a}

X eXpi-D¢ (tw2z af/f]l/z){ dw exp {-c; 262} (6.10)
vhere
A = -%(A' +c'+ ") (6.11a)
¢ =2’ +c’ - D" (6.11b)
p’ =V’ - ¢Y2 + B2 (6.11c)
o = A - ¢/ (6.114d)
B =@ +c")/ (6.11e)

and Z is defined by Eq. (3.17), 7The samec transformation was used to derive
Eq. (3.14) [cf. Eqs, (3.16a), (3.16b), and (3.16c)]. For isotropic
irregularities A” = C” = 1 so that § = 0.5 and ¢ = 0. For highly aniso-
tropic irregularities, A’ ~ a® where a is the axial ratio, and ¢’ = 1,

For large a, o ~ B although 52 - o% = A'C’ Ja,

If the small 9, approximation Eq. (5.6) is used,

v-O.Swv-O.S (6.12)

p([w2zs£/£11/2y ¢Z, l2zst/£]

¢

Unfortunately Eq. (6.10) cannot be evaluated analytically for arbitrary

v values within the admissible range 5 < v < 1.5, However, if v in
Fq. (6.12) is set equal to 1.5 without changing the definition of C§¢,
ttien Eq. (6.10) can be evaluated giving the result,
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\/ﬁ‘ - d2 exp {-06(& 2e2]

(6.13)
Vg - wlsf/e))? - o2

R(Gf;£) =

where

2
H = CB¢ 27 (6.14)

Alternatively, we can use the quadratic approximation Eq. (5.8), whereby

D([wzzaf/f]1/2> S (zc; quﬁ)zzlaf/f] (6.15)

This gives rise to a form identical to Eq. (6.13), but with H replaced
by

2 2
Hq = 2q6¢ D.dq (6.16)

The form Eq. (6.13) can be regarded as exact for the more steeply sloped
SDFs where the quadratic approximation can be applied,

If Eq. (6.13) is used in Eqs. (6.2) and (6.3), assuming that

l6£/£] << 1, then
- (B B
T ¢ = (6.17
(ch>(32 - 02)

and

{1 )2 BZ + crz
Q, = (6.18)
d = Azt 6% - o2)2

= 273.
Equations (6.17) and (6.18) are simplified forms of similar expressions

derived by Fante (1978) and Yeh and Liu (1977).

The simplifications
arise mainly because the phase-screen model was used.

For 'highly anisotropic irregularities B/(B2 - az) ~ 1 and Qd

calda e
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To give some idea of the order of magnitude of the expected delay
jitter, in Figure 1, Ta is plotted against CS. The parameter values
listed on the figure are the same as were used for the equatorial S4
calculations presented by Rino (1979a). The quadratic approximation is
also plotted for zo = qo/Zn = 10 km, The results show that under

L . conditions thkat produce strong gigahertz scintillation, L ns to 3 ns of

) delay jitter can occur, which is in agreement with the calculations of
} Yeh and Liu (1977).

The results have not yet been tested against real data. Analysis

¥ ‘ of the Wideband satellite data is currently being pursued; moreover,

: ; a GPS receiver system will be operated at the equator in the summer of
1980, in part to evaluate the receiver performance under disturbed

f conditions. For the present, the model formulas are adequate for system

i performance evaluation., It should be noted that only the random com-

; ponent of the group delay is included in Eqs. (6.17) and (6.18). The

steady compouent must be added. The smooth dispersive delay constitutes

E\ a bias that must be accommodated in using the GPS system,
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VII ANGULAR SCATTERING

To analyze radar system performance, we nced a direct measure of

. the angular fluctuations of the incident wavefront, As we have computed
it, the mutual coherence functicn Eq. (5.5) gives the three-dimensional
spatial correlation of the wavefield. To compute the angular spectrum,

therefore, we must compute the two-dimensional Fourier transform of
Ru(AB,Az) in a plane perpendicular to k.

In the plane normal to ﬁ, the mutual coherence function has the form

R,(oy) = expl- $D, () (7.1)

where

c'lo 2 B Ao, + Al2p 2 1/2
Lo £oL P04, Ly

Alc! - 3'2/4

YL = . (7.2)

S m T T T T T A

The x~axis here lies in the plane of k and the magunetic field vector.

T T TR

The form of the structure does not change aside from replacing A, B,
i and C in Eq. (3.4) by A’, B’, and C’. As was the case for the single-
point two-frequency coherence function, however, the integral can only

) be evaluated analytically under the quadratic approximation.

Using Eq. (5.10), it follows from Eq. (7.1) that

L |

q

d > (7.3)
DC j

AV

; 1
: QA(le’Kly) = -———EE expi{~

27D,

y 2

where

: 2 2
; Avi® + B, K, +C’

E q2 = x Kig Ly Kly
‘\"J L AICI - B’2/4

(7.4)

30




© g e T ORE

and C is the spherical wavefront correction Eq. (4.18). To convert to ; 1
scattering angles, we need only replace Kl and Kiy by k5¢ and k5¢

respectively. 5¢ is the scattering angle in the plane of k and the
magnetic field vector.

Note that qi = const. defines a quadratic form. 7The axial ratio !
is given by the formula _ !

AR = [A’+c’+D))/(a" + ¢’ - 1)’)]1/2 (7.5)

where

eV - ¢y - P (7.6)

The maximm'm scattering occurs at an angle

1 B/

relative to the x axis, ﬁ

L}

The material in this section is a straightforward generallzation of _ H
earlier work by Hardin and Tappert (1974). The results herein characterize - a
1

1

”é the average angular scattering in a three~dimensional power-law medium,

subject to the limitations imposed by the approximations used to derive
a simple analytic form for the angular spectrum,
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l Appendix

ANISOTROPY COEFFICIENTS

In Rino and Fremouw (1977) it is shown that the two-dimeusional i
phase SDF, & ¢(K) is related to the three~dimensional irregularity SDF .
AN (K K ) by the relation

= 2.2 2 - R -
$ (K) =r A Lsec 89 (K -tan 6 . K) . (1)
56 e a \"2 ak,r

e mw Cedneimas

Now, if we assume that there exists a coordinate system (r, s, t) in which
which the th*ee—dimenSLOnal spatial correlation depends only on

[Ar + (As/a) + (Ar/r)zll/z, with a and b 2 1, the corresponding
functional dependence of @ (K K, ) on K and Kk, can be computed by
straightforward manipulatlons. é

The functional dependence is given in terms of the quadratic form

[(E,Kz)?g(E,Kz)]l/z where’g is a 3 x 3 matrix with elements:

~

C11 = 32 cos2 v+ sin2 ¢(b2 sin2 § + cos2 §) (2a)
~ 2 2 2

022 =b cos § 4 sin” § (2b)
&33 = a® sin’ v+ cosz(b2 sin2 § + cos’ §) (2¢)
A oA 2

Cpp = €,y = (6 - 1) sin § sin § cos § (24)
013 = 631 = (a2 - b2 sin® § - cos2 §) sin ¢ cos y (2e)

2

Cyq = Cgy - (b“ - 1) cos § sin 6 cos & . (2£)

Note that 1if b = 1, then C12 =Gy = 023 =Cy, = 0. The angle § is the

dip angle. The angle § is the orientation angle of the transverse
—p
§ irregularity axis. The angle, 8, is the zeniih angle of k and ¢ is the
; magnetic azimuth,
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The coefficients, A, B, and C, are readily deduced by substituting

-tan 0 akT . ¥ for Kz and collecting the terms multiplying Ki, KxKy, and
K;. The result of these manipulations gives the desired expressiomrs:

A

A= [611 + 033 tan2 0 cos2 0 - 26 tan § cos o] (3a)

13

~ A~ 2
B = 2[C12 + C33 tan” 6 sin @ cos @
- tan 8§ (013 sin ¢ + 023 cos )] (3b)
A A 2 ., 2 A
C = [sz + C33 tan” 6 sin” ¢ - 2023 tan § sin @] . (3¢)

We note that if a =b = 1 (isotropic irregularities), then

A=1+ tan2 8 cos? ® (4a)
B =2 tan® @ sin % cos @ (4b)
C =1+ tan® 8 sin’ [ . (4c)

Thus, the diffraction pattern is not, in general, isotropic, even if the

irregularities themselves are isotropic.

In most analysis [e.g., Briggs and Parkin (1963), Singleton (1973),
Rufenach (1975)] a coordinate system with the z axis along the line of
sight is used., As discussed in Rino and Fremouw (1977), this does uot
immediately give the full three-dimensional structure of the wavefield.
In any case, the appropriate coefficients for the "Briggs-Parkin" system

are
’ 2 2 2
A’ = [A cos” ¢ + B cos ¢ sin @ + C sin” @] cos” 9 (5a)
B’ = [Bcos 2 ¢+ (C - A) sin? @] cos B (5b)
o 2, P 2
= [A 8in” p ~« Bsineg cos ¥ + C cos” ¢] (5¢)
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If Eqs. (4a), (4b), and (4c) are substituted into Eqs. (5a), (5b),

and (5¢), it follows that A=C = 1 and B = 0, Thus, the diffraction

pattern for isotropic irregularities is isotropic in a plane normal to
propagation direction.

This can, of course, be deduced by symmetry
arguments,
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